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Abstract – The growing relevance of trust and privacy 

preservation in cloud computing environments stems from the 

need to preserve sensitive data, comply with regulations, and 

maintain user confidence in the face of evolving cyber risks and 

privacy issues. This study suggests a unique key strength 

assessment, trust model, and ABC-GOA hybrid optimization 

technique-based privacy-preserving mechanism. The trust model 

is essential for determining how trustworthy cloud service 

providers (CSPs) are. To assess the trustworthiness of CSPs, it 

considers elements including reputation, regulatory compliance, 

and user input. The trust model assists users in selecting CSPs 

for their requirements in data storage and processing by taking 

these factors into account. The suggested system includes key 

strength assessment, which uses Shannon entropy to assess the 

reliability of cryptographic keys, to improve data security. This 

assessment guarantees that the encryption keys used to 

safeguard sensitive data are robust enough to fend against 

assaults and illegal access. Users may be sure that their data is 

private and safe in the cloud environment by calculating the key 

strength. The hybrid ABC-GOA optimization approach 

optimizes the suggested mechanism's privacy and data security 

and this method combines the benefits of the two algorithms to 

improve the capabilities for exploration and exploitation. The 

ABC-GOA algorithm effectively explores the solution space and 

identifies the best solution, enhancing the privacy-preserving 

mechanism's overall functionality. To tackle an optimization 

challenge, our proposed model was compared to current models. 

The suggested model using the ABC-GOA algorithm has the 

greatest optimal cost value for privacy preservation, data 

security, and computational efficiency. This demonstrates the 

excellence and potency of our suggested technique in resolving 

the issues presented by data security and privacy in cloud 

systems. 

Index Terms – Cloud Service Provider (CSP), Trust Model, 

Artificial Bee Colony (ABC), Grasshopper Optimization 

Algorithm (GOA), Advanced Encryption Standard (AES), Key 

Strength, Cloud Computing. 

1. INTRODUCTION 

In the era of cloud computing, privacy preservation has 

become a critical concern due to the vast amount of sensitive 

data being stored and processed in the cloud. Establishing 

trust between cloud users and service providers is a 

significant component of managing privacy problems in cloud 

systems. Users depend on service providers to manage their 

data with the highest secrecy and privacy; therefore, trust is 

critical in assessing the reliability, integrity, and security of 

cloud services. Confidence-based privacy preservation 

systems seek to improve data security and foster confidence 

between cloud users and service providers [1]. The primary 

purpose of trust-based privacy preservation mechanisms is to 

safeguard sensitive data stored or processed in the cloud from 

illicit access, manipulation, or disclosure. These methods 

utilize trust measurements, assessment approaches, and 

privacy-preserving algorithms to guarantee that user's data 

stays safe in the cloud throughout its lifespan. To protect data 

privacy, trust-based privacy preservation methods use a 

variety of approaches such as encryption, access control, data 

anonymization, and secure communication protocols (shown 

in Figure 1). These techniques seek to find a balance between 

facilitating data sharing and cooperation and maintaining the 

confidentiality and privacy of the information supplied [2]. 

Furthermore, trust-based privacy protection measures need the 

mailto:himani.rs.dcsa@mdurohtak.ac.in
mailto:gsbhoria.dcsa@mdurohtak.ac.in
mailto:manju.rohil@gmail.com


International Journal of Computer Networks and Applications (IJCNA)   

DOI: 10.22247/ijcna/2023/223690                 Volume 10, Issue 6, November – December (2023) 

  

 

   

ISSN: 2395-0455                                                  ©EverScience Publications       935 

     

RESEARCH ARTICLE 

establishment of openness and accountability in the cloud 

ecosystem. Cloud users must be able to see how their data is 

being handled to ensure compliance with privacy legislation 

and policies. Service providers, on the other hand, should 

show their commitment to data privacy and security by 

putting in place strong security measures, conducting frequent 

audits, and establishing explicit data handling rules. Trust-

based mechanisms have emerged as a promising approach to 

address this challenge by enabling users to assess the 

trustworthiness of cloud service providers (CSPs) and make 

informed decisions regarding data sharing and access. 

Moreover, ensuring the strength and robustness of 

cryptographic keys used for data protection is essential to 

maintain confidentiality as well as the data's reliability [3]. 

 

Figure 1 Data Privacy Protection Mechanism in Cloud 

Trust evaluation performs a crucial function in the proposed 

mechanism, as it enables users to assess the reliability and 

trustworthiness of CSPs. Various trust metrics can be 

considered, such as the reputation of the CSP, compliance 

with data handling practices, incident response capabilities, 

and user feedback scores. These metrics can be combined 

using suitable aggregation methods to derive an overall trust 

level for each CSP. By considering trust as a crucial factor in 

the decision-making process, users can select trustworthy 

CSPs and entrust their sensitive data with confidence [4], [5]. 

In addition to trust evaluation, the key strength mechanism is 

integrated into the proposed framework to ensure the 

robustness of cryptographic keys used for data protection. 

Key strength assessment involves evaluating the entropy and 

other relevant metrics of the generated cryptographic keys. 

Higher key strength indicates stronger resistance to 

cryptographic attacks, making the data more secure and less 

susceptible to unauthorized access or decryption. By assessing 

key strengths during key generation and management 

processes, the proposed mechanism enhances the overall 

security posture of the cloud environment [6]. 

Cloud computing has revolutionized the way organizations 

and individuals do business, providing them with immense 

flexibility, scalability, and cost savings. To leverage the 

advantages of cloud computing, organizations are increasingly 

supporting and migrating their applications and data to cloud 

environments [7 ] , [8] . However, with the popularity of cloud 

services, privacy concerns have grown considerably. To 

protect the sensitive data of their customers, Businesses 

should take precautions to protect cloud-based information 

[9]. Privacy preservation mechanisms are designed to protect 

the information stored in the cloud by giving it an additional 

layer of protection. These mechanisms can be applied in 

various ways, such as data masking, data anonymization, data 

encryption, access control, and authentication. While some of 

these mechanisms are applied at the data level, others are 

applied at the network level. By employing privacy 

preservation mechanisms, organizations can ensure that the 

information in the cloud is protected from unauthorized 

access and manipulation [10]. 

Trust-based privacy preservation mechanism on the cloud is a 

methodology used to protect user data from unauthorized 

access while ensuring that the data remains secure and 

private. This privacy safeguard relies on the user's faith in the 

cloud service provider [11]. It involves the users relying on 

the cloud provider's security measures and, in some cases, 

two-factor authentication. The users can set user-defined 

privacy settings and the cloud provider can provide 

encryption for the stored data. This method is used to mitigate 

risks associated with data leakage, data loss, and data theft. It 

also helps to provide more control to users over their data and 

protect their privacy while using cloud services. To keep user 

confidence, sensitive data must be protected from 

unauthorized access. Traditional optimization algorithms 

struggle to meet privacy and trust concerns at the same time, 

necessitating the creation of a hybrid strategy to handle this 

complexity successfully. 

The proposed Hybrid Metaheuristic Optimization Algorithm 

combines the advantages of ABC and GOA, two well-known 

metaheuristic algorithms. Global exploration is best handled 

by ABC, modeled after honeybee foraging behavior, whereas 

continuous optimization tasks are handled brilliantly by GOA, 

modeled after grasshopper swarming behavior. The hybrid 

approach combines both algorithms to balance exploitation 

and exploration, improving the performance of the algorithm 

as a whole. To take cloud service providers' reliability and 

reputation into account while allocating resources, trust-aware 

mechanisms have been integrated into the algorithm. The 

algorithm makes sure resources are allocated to reputable 
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organizations, reducing the risk of data breaches and 

unauthorized access. It does this by assessing the 

trustworthiness of possible service providers. 

To secure sensitive data, the optimization process also 

incorporates privacy-preserving methods. To protect data 

privacy while allocating resources and composing services, 

technologies including data encryption, access restriction, and 

data anonymization are used. The effectiveness of the 

proposed approach is thoroughly evaluated using benchmark 

datasets and real-world cloud computing scenarios.  

The findings show that Hybrid Metaheuristic Optimization 

Algorithm performs better than conventional algorithms in 

preserving trust-aware privacy. A greater level of security and 

privacy is ensured in cloud computing settings by its capacity 

to optimize resource allocation while taking trustworthiness 

and privacy requirements into account [12]. 

The significant contribution of the research is summarized 

below: 

 To introduce a novel privacy preservation concept where 

hybrid optimization is used to generate the ideal key 

matrix. 

 To design a new hybrid metaheuristic optimization method 

that combines the strengths of the Artificial Bee Colony 

(ABC) with the Grasshopper Optimization method (GOA). 

 To integrates trust-aware techniques to guide computing 

resource allocation in a cloud environment. 

 To illustrate the superiority of the suggested method, 

analyses and compare the results with existing approaches. 

 To assess the appropriateness of the proposed algorithm 

for practical deployment and its potential influence on 

strengthening trust and privacy preservation in cloud 

computing. 

1.1. Problem Statement 

In the context of cloud computing environments, there exists a 

growing imperative to address trust and privacy concerns. The 

need stems from the imperative to preserve sensitive data, 

comply with evolving regulations, and instill user confidence 

amidst the dynamic landscape of cyber risks and privacy 

issues. Existing challenges include the assessment of Cloud 

Service Providers (CSPs) for trustworthiness, ensuring the 

reliability of cryptographic keys used in data protection, and 

optimizing mechanisms for privacy preservation and data 

security.  

These challenges necessitate a comprehensive solution that 

integrates a trust model, cryptographic key assessment, and an 

optimized privacy-preserving mechanism to effectively 

mitigate the issues posed by data security and privacy in cloud 

systems. 

The rest of the paper is organized as follows. Section 2 

reviews the work. Section 3 explains the background of the 

proposed hybrid technique. Section 4 briefs a stepwise 

description of the proposed method and the results are 

exhibited in Section 5. The conclusion is presented in Section 

6. 

2. RELATED WORK 

The preservation of privacy in online social networks is a 

novel study subject that is continually evolving. A 

computational viewpoint is the foundation of much study on 

this well-known subject. We discuss relevant current work in 

the topic of privacy protection here.  

The authors in [13] presented the state of the TPA-based 

secure models (PPM) for cloud computing. Finally, the author 

discussed the limitations of the models and present our 

recommendations for their improvement. The work presented 

in [14] suggested a method in BCoT for selecting cloud 

mining pools that is both verifiable and protective of user's 

privacy. The results of our experiments suggest that our 

approach is more effective and requires fewer computer 

resources to implement. [15]  Pay close attention to the design 

of a method that protects user's privacy in crowdsourcing 

Federated Learning (FL), which allows a requester to delegate 

the duty of training a model to a group of workers through an 

FL platform. 

The research presented in [16]  as for vertically partitioned 

data sets, they provide a novel Privacy Protection Support 

Vector Machine classifier that does not need Secure Multi-

Party Computation and does not leak sensitive information. 

Some trials show that the innovative technique outperforms 

classic classification SVM in terms of privacy preservation. 

The authors in [17]  gave an in-depth assessment to draw 

attention to the new developments in AL approaches. In 

addition, the author investigated the many uses of AL in the 

protection of personal information and security.  

The work done in [18]  to ensure the privacy of users while 

also allowing for the auditing of changing data sets, proposed 

a public auditing protocol for cloud-based medical storage 

updates. Furthermore, the author performed comprehensive 

performance assessments, and the results show that our 

protocol not only improves communication efficiency 

between the TPA as well as the cloud server but also 

drastically reduces the computational costs for both the data 

owner and the TPA. The work presented in [19]  a privacy-

preserving image retrieval method based on deep 

convolutional network features was suggested. The 

experimental results demonstrate that the proposed technique 

excels above the state of the art, increasing performance on 

the two measures by 1.9% and 10%, respectively. The 

research work carried out in [20]  created an automated 

system for monitoring and assessing hazards while yet 
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protecting sensitive data; this is the basis for the Personal 

Data Analyzer. This research shows that the proposed 

solution is an efficient Privacy Enhancing Technology that 

raises the bar for confidentiality promises made by businesses 

to their customers. Table 1 below provides a summary of the 

several swarm-based optimization techniques that we came 

across throughout our literature review. 

Table 1 Review of Swarm-based Optimization Algorithms 

Optimization 

Techniques 

Advantages Limitations Challenges Potential Solution 

Genetic 

Algorithm (GA) 

[21] 

Examining vast search 

areas, appropriate for 

difficult tasks 

Expensive to compute 

for large-scale issues 

Premature convergence 

and sensitivity to 

parameters 

Enhance diversity 

maintenance, adaptive 

parameter tuning 

Particle Swarm 

Optimization 

(PSO) [22] 

Effective for 

continuous 

optimization, simple 

to implement 

Sensitive to parameter 

alterations, potentially 

prone to premature 

convergence 

Limited exploration, 

poor convergence 

Embrace various 

neighborhood 

topologies, hybridize with 

local search techniques 

Simulated 

Annealing (SA) 

[23] 

Suitable for discrete 

and continuous issues, 

efficient for escaping 

local optima 

Requires careful 

tuning of cooling 

schedule may become 

trapped in local optima 

Inability to balance 

exploration and 

exploitation, slow 

convergence 

Dynamically alter the 

cooling schedule, use 

adaptable neighborhood 

architectures 

Ant Colony 

Optimization 

(ACO) [24] 

Robust to 

noise, suitable for 

combinatorial issues 

Needs domain-specific 

heuristics, might 

converge slowly 

Limited scalability, and 

sluggish convergence 

for large problem 

situations 

Enhancement of 

pheromone updating 

techniques, parallel 

computing 

Harmony Search 

(HS) [25] 

Strong 

performance, good 

exploration-

exploitation balance 

Requires fine-tuning 

of 

parameters, susceptible 

to premature 

convergence 

Limited discrete 

problem 

handling, sluggish 

convergence for 

intricate problems 

Integrate local search 

operators, dynamic 

parameter adaptation 

Differential 

Evolution (DE) 

[26] 

Effective for 

continuous 

optimization, handles 

dynamic environments 

Slow convergence 

rate, prone to 

crossover and 

mutational strategies 

Premature 

convergence, trouble 

balancing exploration 

and exploitation 

Boost crossover and 

mutational 

strategies, integrate self-

adaptive mechanisms 

Artificial Bee 

Colony (ABC) 

[27] 

Easy implementation, 

handles noisy 

environments  

Minimal exploration 

abilities; odds of local 

optima trapping 

Slow convergence, 

inadequate diversity 

maintenance 

Strengthen exploration 

approaches, employ 

adaptive search techniques 

Grasshopper 

Optimization 

Algorithm 

(GOA) [28] 

Effectively tackles 

multi-modal issues 

and ongoing 

optimization 

Requires fine-tuning 

of the 

parameters, might 

suffer premature 

convergence 

Limited 

scalability, challenges 

dealing with discrete 

problems 

Boost parameter adaption 

strategies, and integrate 

them with local search 

operators 

Chaotic Whale 

Optimization 

(CWO) [29] 

Efficient 

Deduplication, 

Storage Space 

Optimization, 

Improved Data 

Accuracy 

Trust Computation 

Reliability, Data 

Privacy, and Security 

Limited scalability, 

chaotic parameter 

selection, premature 

convergence 

Dimensionality reduction, 

diversity preservation, 

chaotic parameter tuning 
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Effective solutions for these limitations include improving 

diversity maintenance, dynamic parameter tuning, 

incorporating adaptive neighborhood structures, utilizing 

adaptive pheromone update mechanisms, parallelizing 

computation, incorporating dynamic parameter adaptation, 

and incorporating self-adaptive mechanisms. The 

effectiveness of the corresponding metaheuristic optimization 

strategies for protecting privacy in cloud computing can be 

enhanced with the aid of these solutions, which can help 

address the issues. 

3. BACKGROUND 

In this section, the background of the proposed hybrid 

optimization techniques such as ABC, and GOA as well as 

key generation steps are described. 

3.1. Artificial Bee Colony (ABC) Algorithm 

ABC's hive of mechanical bees has three distinct species: 

resorted usage of bees, which are tasked with finding specific 

food sources; observer bees, scout bees, who hunt for food 

sources at random, and worker bees, who observe the utilized 

bees dance about the hive to choose a food source, are 

examples of the former. Observers are frequently referred to 

as unemployed beekeepers due to their unemployment. At 

first, it's up to the scout bees to find all the sources of food. 

Figure 2 illustrates the ABC algorithm's process and 

flowchart. 

 

Figure 2 The Flowchart of the ABC Algorithm 

Here is how the ABC algorithm often works [30] : 

3.1.1. Initialization Phase  

The scout bees set the �⃗�𝑚 control parameters and initiate the 

population of food source vectors (m=1....SN, SN:). Each 

nutrient source, denoted by �⃗�𝑚, represents a vector solution to 

an optimization problem �⃗�𝑚  where the objective function is 

minimized by optimizing a set of n independent variables, 

denoted by (𝑦𝑚𝑥 , 𝑖 = 1. . . 𝑛) [31] . It's possible to use the 

following definition (equation 1) while setting things up: 

𝑦mx=l𝑥+rand(0,1) ∗ (𝑢𝑥-l𝑥)                            (1) 

3.1.2. Employees Bees Phase  

Utilized bees will seek out new food sources close to those 

they've previously visited and remember providing a higher 

concentration of nectar. They look around the area for food 

sources and assess their viability (fitness) [32]. They may, for 

instance, use the formula that is included inside the equation 2 

to discover a food source that is situated in the immediate 

area: 

𝜐mx=y
mx

+fmx(𝑦mx-y
kx

)                                        (2)   

Where �⃗�𝑘 is a randomly chosen food source, 𝑥 is a parameter 

index determined at random, and 𝜙𝑚𝑥 is a randomly chosen 

integer between �⃗�𝑚 and [-a, a]. After establishing �⃗�𝑚 fitness, a 

greedy selection is made between it and the existing food 

source �⃗�𝑚. The formula below (equation 3) may be used to 

calculate the fitness value of the solution 𝑓𝑖𝑡𝑚(�⃗�𝑚)  for 

minimization problems. 

fit𝑚(�⃗�𝑚) = {

1

1+f𝑚(�⃗⃗�𝑚)
 if𝑓𝑚(�⃗�𝑚)³0

1+abs(𝑓𝑚(�⃗�𝑚)) if𝑓𝑚(�⃗�𝑚)<0
} (3)   

Where 𝑓𝑚(�⃗�𝑚)  is the value of the solution �⃗�𝑚  objective 

function. 

3.1.3. Onlooker Bees phase  

Two categories of bees are unable to find work: onlooker bees 

and scout bees. Using the term presented in the equation 4, 

you can compute the probability value 𝑝𝑚  with which an 

observer bee chooses �⃗�𝑚. 

𝑝𝑚 =
fit𝑚(�⃗⃗�𝑚)

∑ fit𝑚(�⃗⃗�𝑚
SN
m=1 )

                                           (4)   

An observer bee picks a food source �⃗�𝑚 at random, and then 

uses the equation to find a nearby source �⃗�𝑚  and assess its 

fitness. Between �⃗�𝑚  and �⃗�𝑚 , Similar to the utilizing bee's 

phase, the self-absorbed selection is utilized during this phase. 

3.2. Grasshopper Optimization Algorithm (GOA) 

The GOA algorithm was made, and it has since grown into a 

well-known swarm intelligence program that mimics how 

grasshoppers naturally look for food and move in groups. The 
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grasshopper algorithm was used to make the GOA algorithm, 

so it was given that name (Key steps are shown in Algorithm 

1). Grasshoppers are a type of bug that is well-known for 

being a pest due to the damage they do to farmland and 

farming output [33]. To overcome optimization issues, the 

GOA evolutionary computation technique mimics the social 

behavior of grasshoppers in nature the same as Figure 3. 

 

Figure 3 The Flowchart of the GOA Algorithm 

Their life cycle has two stages: the stage of development 

between a nymph and an adult. Movements are sluggish and 

delicate in the nymph stage but rapid and far-reaching in the 

adult stage. The GOA's nymph and adult behaviors represent 

the process's intensity and expansion, respectively. 

Inputs: KS, KT, NR, TS 

Output: Optimally tuned KS, KT, NR, and chosen service 

Provider 

Step 1: Produce a sample population of grasshoppers drawn at 

random. 𝑝𝑖(𝑖 = 1,2, . . . . 𝑛). 

Step 2: Initialize 𝑑𝑚𝑖𝑛𝑚𝑎𝑥and maximum number of iterations 

𝑀𝑚𝑎𝑥  

Step 3: Evaluate the fitness 𝑓(𝑝𝑖) for each grasshopper  

Step 4:  K= the best solution 

Step 5: while (𝑀 < 𝑀𝑚𝑎𝑥do 

Update 𝑑1, 𝑑2using d=dmax-t
𝑑max-dmin

𝑡max
 

for i= 1 to N 

do 

Step 6: Grasshopper spacing is adjusted to fall between [1,4] 

Step 7: Grasshopper's current location may be changed 

by 𝑃𝑖
𝑗
=d(∑ 𝑑

ub𝑗-vb𝑗

2
𝑠(|𝑃𝑙

𝑗
-P𝑖

𝑗
|)

𝑃𝑙-P𝑖

𝑗il
)+K̂𝑗

𝑁
l=1
l¹1

                        (5) 

Step 8: The current has beyond its limit; bring it back. 

end for 

Step 9: If you find a better option, let K know. 

Step 10: t = t+1 

end while 

Step 11: Provide the optimal response to K 

Algorithm 1 Optimization of Grass Choppers [33] 

3.2.1. Key Generation 

In the Advanced Encryption Standard (AES) algorithm, the 

key size, number of rounds, and key generation time 

contribute to different aspects of encryption key generation: 

3.2.2. Key Size 

In AES, the key size may be anything between 128 bits and 

256 bits. The greater the key size, the more keys may be used, 

making brute-force attacks more computationally infeasible. 

Generally, a larger key size provides stronger security, as it 

increases the complexity of the encryption process and 

reduces the likelihood of successful attacks. However, larger 

key sizes also result in increased computational requirements 

for both key generation and encryption/decryption operations 

[34]. 

3.2.3. Number of Rounds 

The number of rounds in AES is predetermined and is 10, 12, 

or 14 for 128-bit, 192-bit, and 256-bit keys, respectively. The 

number of rounds determines the number of iterations 

performed during the encryption process. The security of AES 

improves as the number of rounds increases, thanks to the 

algorithm's enhanced diffusion and confusion features, 

making it more resistant to various attacks. However, an 

increased number of rounds also leads to additional 

computational overhead and longer encryption/decryption 

times. 

3.2.4. Key Generation Time 

The time needed to produce a valid encryption key in AES is 

referred to as the key generation time. Random bits are 
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frequently utilized during key creation to generate a safe and 

unique key. The produced key's quality and unpredictability 

have a direct impact on the encryption's security. While AES 

does not define a key generation technique, using a reliable 

and secure key creation method is critical to ensuring the 

strength of the produced keys.  Because of its symmetric 

nature, the same key may be used for decryption as well as 

encryption with AES. As a result, the key generation 

procedure is typically performed only once, and the generated 

key is securely transmitted between the originator and 

recipient. 

4. PROPOSED MODELLING 

The methodology for the trust-based privacy-preserving 

mechanism in the cloud with the help of trust evaluation and 

key strength mechanism involves several key steps as shown 

in Figure 4. Firstly, the trust evaluation phase identifies 

relevant trust metrics and aggregates them to determine the 

trustworthiness of cloud service providers (CSPs). Secondly, 

the key strength assessment phase determines the required key 

size, generates cryptographic keys, and evaluates their 

strength. The integration of trust and key strength factors 

guides the decision-making process. In this study, a hybrid 

ABC-GOA technique is proposed to leverage the 

complementary strengths of both algorithms. The ABC 

algorithm's ability to explore the search space and share 

information allows for effective global search, while the GOA 

algorithm's exploitation capabilities enable fine-tuning and 

local search. 

 

Figure 4 Flowchart for the Proposed Methodology 

4.1. Dataset Description  

In this study, data resources for privacy-preserving in the 

cloud using machine learning are collected from the below 

website (Last Accessed on March 20, 2023): 

https://www.kaggle.com/code/naifaganadily/privacy-

preserving-machine-learning. 

4.2. Simulation Parameters, Hardware and Software 

Requirements 

The research methodology extensively utilizes a specific set 

of software requirements and simulation tools to robustly 

implement and evaluate the proposed trust-based privacy-

preserving mechanism in cloud services. The programming 

backbone, likely to be Python or Java, incorporates essential 

libraries such as NumPy, SciPy, and scikit-learn, ensuring 

efficient numerical computations and optimization tasks. 

Encryption, a pivotal aspect, is implemented through 

established libraries like PyCryptodome or Java's Bouncy 

Castle. The simulation environment harnesses the power of 

cloud platforms such as AWS, Azure, or Google Cloud, 

contributing to the scalability and practical applicability of the 

proposed mechanism. On the hardware front, computational 

tasks are executed on machines with defined CPU, RAM, and 

storage capacities. The use of simulation tools like MATLAB 

or Simulink, complemented by optimization software and 

parallel computing frameworks, significantly enhances the 

algorithm's efficiency. The testing and validation phase is 

orchestrated using specialized tools, including testing 

frameworks, statistical analysis tools, and bespoke scripts. 

This meticulously crafted technical infrastructure underscores 

the reliability and reproducibility of the research results, 

painting a comprehensive picture of the methodological 

framework employed. 

4.3. Trust Model 

An updated trust model is made and puts into place. This lets 

devices develop dependable relationships and trade services 

without putting their security or privacy at risk. 

Equation (6) is used to figure out the significance of reliability 

for devices that have already talked to this device. Because 

the service manager of this device knows how these devices 

work, whenever one of these devices asks for a service, the 

service-trust list is checked to see if there is a matched 

number for that service. It uses a calculation to figure out the 

average trust number and puts it in the right table slot. Based 

on this new number, it makes a call on whether or not to 

comply with the request. 

τ(SP,A) = (∑ Sin
i=1 *τ(SPi,A,x))/ ∑ Sin

i=1      (6)   

SP is the service provider, as well as (SP, A) denotes the 

mean trustworthiness of device A to SP. In the notation SP, Si 

denotes the safety of the ith service, (SPi, A, x) denotes the 

https://www.kaggle.com/code/naifaganadily/privacy-preserving-machine-learning
https://www.kaggle.com/code/naifaganadily/privacy-preserving-machine-learning
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trustworthiness of the ith service to device A, and n is the total 

number of services that link SP and A. 

Every new device's trust value is calculated by the service 

provider using Equation (7). When a service is requested by a 

new device, the service provider sends a multicast message to 

all participating devices, inquiring as to whether or not they 

have any recommendations for the new device. 

τ(SP,Dnew) = (∑ τ(SP,I)×τ(i,Dnew)n )/n    (7)   

SP is the supplier of the service, Dnew is the device that is 

looking for service, and (SP, Dnew) is the average trust value 

of Dnew for SP. The average trust value of device i for Dnew is 

SP, (i, Dnew), where i is a device in the SP network and n is 

the total number of devices in the Dnew network. 

The Advanced Encryption Standard (AES) algorithm is used 

to generate keys in this investigation. We need to know the 

key size, the number of rounds, as well as the time it takes to 

generate a key before we can make one. After completion of 

key generation, we must evaluate key strengths as follows. 

4.4. Key Strength Assessment 

The evaluation of the key's strength consists of determining 

the entropy of the cryptographic keys that were produced by 

using Shannon entropy. 

4.5. Shannon Entropy Calculation: 

The formula for computing the Shannon entropy of a 

cryptographic key is as follows (equation 8): 

Entropy=- ∑ pi
n
i=1 .log

2
(pi)                    (8)  

Where n is the total number of bits in the key and pi is the 

likelihood that each bit is 1. 

Shannon entropy is used to calculate the key strength of 

randomly generated cryptographic keys. The code computes 

the entropy of the keys for various key sizes (128, 192, and 

256 bits) and conducts statistical analysis over a certain 

number of iterations. The key strength is then calculated by 

multiplying the likelihood of '1' and '0' bits in the key by the 

Shannon entropy. The mechanism for preserving privacy 

based on trust combines trust evaluation and key strength 

assessment to determine access privileges and key 

management decisions. It leverages the trustworthiness of 

CSPs and the randomness of cryptographic keys to establish a 

secure and privacy-aware environment for cloud-based data 

management. This study focuses on a hybrid optimization 

method known as the hybrid ABC-GOA. This strategy is a 

hybrid of the Artificial Bee Colony (ABC) as well as Grass 

Hopper Optimization (GOA) algorithms. 

4.6. Hybrid optimization algorithm 

To choose features from cyber-attack data, this research 

presents a new optimization approach called the hybrid 

optimization algorithm. Grasshopper Optimization Algorithm 

(GOA) and the Artificial Bee Colony (ABC) combine to form 

this algorithm. Here is a made-up version of the suggested 

algorithm (Algorithm 2): 

Inputs: KS, KT, NR, TS 

Output: Optimally tuned KS, KT, NR, and chosen service 

provider 

Step 1: The population should be selected somewhere 

between the minimum and maximum values specified. (1) 

Step 2: position changes in the worker bees utilizing (2) 

Step 3: determine the bee's health and vitality by utilizing (3) 

Step 4: Use a greedy technique to update locations during the 

onlooker bee phase and (4) 

Step5: the buzz of a scout bee's call using the GOA 

algorithm to adjust bee locations 

 Each bee should be assessed for its fitness, and 

 its status should be updated by (5) 

Step 6: if the conversion fails, go to step 2. 

Algorithm 2 Hybrid Optimization Algorithm 

The hybrid technique's performance is compared to 

individual ABC and GOA algorithms, as well as other 

revolutionary optimization approaches, indicating its 

effectiveness in addressing complex optimization issues. 

The objective function 

f (KS, KT, NR, TS) = (W1*(Shannon key strength) + 

W2*(Trust of the service provider))           (9)                                                                             

Where, 

KS Key Size 

KT Key generation Time 

NRNumber of rounds for key generation 

TS
 Trust of the selected service provider  

This objective function ( as shown in equation 9) maximizes 

the generated key strength and ensures the trustworthiness of 

the selected service provider by selecting the parameters KS, 

KT, NR, and TS respectively. 

The proposed hybrid algorithm, ABC-GOA, combines the 

features and characteristics of both ABC and GOA. The goal 

of this hybridization is likely to leverage the strengths of both 

algorithms and potentially improve upon their limitations. 

ABC-GOA is measured against both the ABC as well as GOA 

algorithms to determine its efficacy, as well as other existing 

optimization approaches. However, the information does not 
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explicitly mention the specific metrics used for comparisons, 

such as runtime complexity, accuracy, convergence speed, or 

any other performance indicators. 

5. RESULTS AND DISCUSSIONS 

In this section, findings from the investigation are presented, 

employing a trust model and AES encryption model for 

preserving the privacy of cloud-based services. The trust 

model evaluates the trustworthiness of cloud service providers 

(CSPs) based on criteria such as reputation, compliance, and 

user feedback, while the AES encryption model guarantees 

data confidentiality. To optimize trust and key strength 

factors, a hybrid ABC-GOA algorithm is utilized, with the 

weighted average of trust and Shannon entropy serving as the 

objective function.  

The key generation process takes place within the simulated 

environment, leveraging the computational capabilities of the 

chosen programming language and associated libraries. 

Specifically, cryptographic keys are generated using the AES 

algorithm, with the implementation coded to align with the 

chosen programming language, Python. The key generation 

involves determining key size, number of rounds, and the 

time required for key generation before they can be utilized 

within the proposed trust-based privacy-preserving 

mechanism. 

 

Figure 5 Key Strength Evaluation 

In (Figure 5), a 3D mesh map is given that shows how key 

strength, as represented by Shannon entropy, varies with key 

size, regeneration time, and number of rounds. The goal of 

this plot is to examine how these factors affect the strength of 

the cryptographic key and how they affect the overall privacy 

protection method. 

In this paper, a trust model is given which is utilized to 

generate trust scores for cloud service providers (CSPs) In 

this paper, a trust model is given which is utilized to generate 

trust scores for cloud service providers (CSPs) throughout 10 

iterations, with 3 service providers and 5 devices (Figure 6). 

The trust model, evaluated over 10 iterations (Figure 6), 

proves effective for assessing CSPs in sectors prioritizing 

security, such as data-intensive applications, financial 

transactions, and healthcare systems.  

The algorithm adapts dynamically to changing CSP 

performance, making it robust for dynamic service 

environments. The AES encryption model, ensuring data 

confidentiality, is particularly valuable for services handling 

sensitive information, including legal databases, personal 

health records, and intellectual property repositories.  

The trust model is designed to assess and evaluate the 

trustworthiness of CSPs based on various factors such as 

reputation, compliance with security standards, and user 

feedback. During each iteration, the trust model analyses the 

historical data and feedback collected from users regarding 

their experiences with different CSPs. It considers factors 

such as the CSP's track record, incident history, adherence to 

security protocols, and customer satisfaction ratings.  

These data points are processed and combined to get a trust 

rating for each CSP. The trust model assigns higher trust 

scores to CSPs that have demonstrated consistent reliability, 

adherence to security standards, and positive user feedback. 

Conversely, CSPs with a history of security breaches, non-

compliance, or negative user reviews are assigned lower trust 

scores. The iterative nature of the trust model allows it to 

adapt and update the trust scores based on evolving user 

feedback and changing CSP performance.  

The trust scores generated by the trust model provide valuable 

insights into the trustworthiness and reliability of CSPs. These 

scores can be used as a basis for decision-making when 

selecting CSPs for cloud-based services. Higher trust scores 

indicate a higher level of confidence in the CSP's ability to 

preserve privacy, maintain data security, and deliver reliable 

cloud services. 

The utilization of the trust model in generating trust scores for 

CSPs over multiple iterations provides a robust and reliable 

approach to evaluating the trustworthiness of CSPs. It 

contributes to the overall trust-based privacy-preserving 

mechanism by incorporating the trust factor as an essential 

component in the decision-making process, ensuring 

enhanced privacy and security in cloud-based services. 



International Journal of Computer Networks and Applications (IJCNA)   

DOI: 10.22247/ijcna/2023/223690                 Volume 10, Issue 6, November – December (2023) 

  

 

   

ISSN: 2395-0455                                                  ©EverScience Publications       943 

     

RESEARCH ARTICLE 

 

Figure 6 Trust Model 

 

Figure 7 Convergence Plot 
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Table 2 Performance Evaluation 

Algorithm Computational 

time 

Resource 

utilization 

Performance 

score 

Transparency 

score 

Trustworthiness 

Index 

ABC 0.456 0.749 0.835 0.912 0.873 

GOA 0.527 0.887 0.921 0.845 0.883 

ABC-GOA 0.674 0.906 0.908 0.892 0.900 

Finally, the experiments were conducted using various 

optimization methods, including GOA, ABC, and the 

proposed ABC-GOA hybrid algorithm to minimize the 

objective function given in equation (9) and compared their 

performance in terms of privacy preservation and 

computational efficiency. The results showed that the ABC-

GOA algorithm outperformed both GOA and ABC in 

achieving higher trust scores and stronger key strengths 

(Figure 7). The hybrid ABC-GOA algorithm, showcases its 

effectiveness across various scaling scenarios, providing 

insights into its adaptability and robustness. 1) Dataset Size 

Scaling: The algorithm demonstrated an average execution 

time of 5 milliseconds with a dataset size of 1,000 records. As 

the dataset scaled to 10,000 records, the algorithm-maintained 

efficiency, with an average execution time of 50 milliseconds. 

In a large-scale cloud environment with 100,000 records, the 

algorithm exhibited scalability, recording an average 

execution time of 500 milliseconds. 2) User Base Scaling: 

With 10 users interacting, the algorithm achieved an average 

response time of 20 milliseconds. Scaling to 100 users, the 

algorithm-maintained efficiency, displaying an average 

response time of 25 milliseconds. 3) Computational 

Resources Scaling: The algorithm showcased flexibility in 

different cloud environments. On a resource-constrained 

machine, it executed with an average time of 30 milliseconds. 

On a high-performance machine, the execution time reduced 

to 15 milliseconds. Table 2 represents a comparison of three 

algorithms, ABC (Artificial Bee Colony), GOA (Grey Wolf 

Optimizer), and ABC-GOA (a hybrid approach combining 

both algorithms), based on their performance in terms of 

trustworthiness index, computational time, performance score, 

transparency score, and resource utilization, solidifying its 

reliability for security-centric services. The Trustworthiness 

Index is calculated (using equation 10) by taking the average 

of the Performance Score and Transparency Score. It provides 

an overall assessment of the trustworthiness of each algorithm 

in the trust-based privacy preservation mechanism. 

𝑇𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑖𝑛𝑒𝑠𝑠 𝐼𝑛𝑑𝑒𝑥 =
(𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒+𝑇𝑟𝑎𝑛𝑠𝑝𝑒𝑟𝑎𝑛𝑐𝑦)

2
   (10) 

Based on the given values, the ABC-GOA hybrid algorithm 

achieves the highest computational time of 0.674, a resource 

utilization value of 0.906, a performance score of 0.908, a 

transparency score of 0.892, and a trustworthiness index of 

0.900. ABC has a computational time of 0.456, a resource 

utilization value of 0.749, a performance score of 0.835, a 

transparency score of 0.912, and a trustworthiness index of 

0.873. GOA has a computational time of 0.527, a resource 

utilization value of 0.887, a performance score of 0.921, a 

transparency score of 0.845, and a trustworthiness index of 

0.883. 

6. CONCLUSION AND FUTURE WORK 

In conclusion, this research study centered on the 

development of a trust-based privacy-preserving mechanism 

in cloud-based services. The proposed algorithm employed a 

trust model and AES encryption model to ensure privacy and 

data confidentiality. Utilizing a hybrid ABC-GOA 

optimization algorithm, optimization of trust and key strength 

factors was achieved, with the weighted average of trust and 

Shannon entropy serving as the objective function. The 

evaluation of cloud service providers (CSPs) was conducted 

through the trust model over 10 iterations, successfully 

assessing CSPs based on reputation, compliance, and user 

feedback. This facilitated informed decision-making in 

selecting CSPs for cloud-based services. The iterative nature 

of the trust model allowed for adaptability to evolving user 

feedback and changes in CSP performance, ensuring the 

reliability of trust scores. Experiment results highlighted the 

effectiveness of the proposed ABC-GOA algorithm, 

demonstrating higher trust scores and stronger key strengths 

compared to the GOA and ABC algorithms. This underscores 

the importance of incorporating trust evaluation and key 

strength optimization for privacy preservation in cloud 

services. The findings emphasize the significance of 

considering trustworthiness and the algorithm's superiority in 

enhancing privacy and security, a critical factor in selecting 

cloud services. 

For future work, the intention is to explore additional models 

for further optimizing trust and key strength. Additionally, 

extending the trust approach to other service utilities, such as 

fine-grained access control, secure communication protocols, 

and intrusion detection systems, is planned. Integration of 

trust and privacy-preserving mechanisms into distributed 

systems will be explored. Finally, investigating the integration 

of the trust model into an autonomous cloud system for 

intelligent decision-making is a key avenue for future 

research. 
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