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Abstract – Mobile Cloud Computing (MCC) enables 

computation offloading procedures and has become popular in 

resolving the resource limitations of mobile devices. To 

accomplish effective offloading in the mobile cloud, modeling the 

application execution environment with Quality of Service (QoS) 

is crucial. Hence, optimization of resource allocation and 

management plays a major role in ensuring the seamless 

execution of mobile applications. Recently cloud computing 

research has adopted the reinforcement learning models to 

optimize resource allocation and offloading. In addition, several 

optimization mechanisms have considered the network 

transmission rate while selecting the network resources. 

However, mitigating the response time becomes critical among 

the dynamically varying mobile cloud resources. Thus, this 

paper proposes a joint resource optimization methodology for 

the processing and network resources in the integrated mobile-

network-cloud environment. The proposed approach presents 

the Energy and Network-Aware Optimization solution with the 

assistance of the Deep Q-learning Network (ENAO-DQN). 

Designing an energy and network-aware resource optimization 

strategy recognizes the quality factors that preserve the device 

energy while allocating the resources and executing the compute-

intensive mobile applications. With the potential advantage of 

the Deep Q-learning model in decision-making, the ENAO-DQN 

approach optimally selects the network resources with the 

enrichment of the maximized rewards. Initially, the optimization 

algorithm prefetches the quality factors based on the mobile and 

application characteristics, wireless network parameters, and 

cloud resource characteristics. Secondly, it generates the 

allocation plan for the application-network resource pair based 

on the prefetched quality factors with the assistance of the 

enhanced deep reinforcement learning model. Thus, the 

experimental results demonstrate that the ENAO-DQN model 

outperforms the baseline mobile execution and cloud offloading 

models. 

Index Terms – Mobile Cloud Computing, Resource Allocation, 

Optimization, Energy Consumption, QoS, Deep Reinforcement 

Learning, Q-learning, Wireless Network Resource. 

1. INTRODUCTION 

Mobile Cloud Computing (MCC) enables the offloading 

procedure to execute the data-intensive requests generated 

from the mobile to the remote cloud. MCC paradigm [1] 

preserves the energy and storage of the mobile device by 

remotely executing the compute-intensive requests using the 

cloud resources. MCC assists mobile devices with improved 

reliability, scalability, processing power, data storage facility, 

battery lifetime, and dynamic service provisioning. The 

computation offloading model heavily relies on resource 

allocation to effectively execute the end-user requests on the 

remote server with the improved Quality of Service (QoS) [2]. 

An efficient resource allocation aids in ensuring the QoS 

while providing cloud services to the mobile users in the 

distributed environment [3]. The optimization of the resource 

allocation approach improves the QoS by considering the 

response time, profit, energy consumption, and latency 

parameters in the mobile cloud environment. In the real 

world, most scientific mobile applications utilize the cloud 

resources such as social networks, gaming, finance, 

linguistics, economics, engineering, geophysics, and 

mathematical fields. The optimized resource allocation 

achieves the mobile user anticipations of QoS requirements 

without SLA violations in the mobile cloud environment [4].   
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Computation offloading encounters numerous issues during 

the transmission over the increased user mobility, instability, 

uncertainty, and fluctuation of the network resources. Most of 

the existing models [5, 6] lack to consider the communication 

level optimization regardless of analyzing the resource 

constraints in the mobile device, application-level 

preferences, and available network resources instead of 

performing the computation level optimization of resources in 

the cloud. Several resource allocation models have presented 

the network resource selection model to overcome this 

constraint to ensure execution optimization in the MCC 

environment. However, the existing optimization models [7, 

8] attempted to tackle the provisioning of the energy-aware 

seamless execution in the dynamic mobile cloud. Several 

existing research works [9, 10] have developed machine and 

deep learning models for MCC to handle offloading and 

resource optimization constraints. Among different learning 

models [11], the reinforcement learning-based approach [12] 

has gained significant attention in the sequential offloading 

decision-making. The reinforcement learning model considers 

the future reward for the environment and adjusts the 

allocation or decision-making policy through the agent, which 

is an effective solution for the time-variant systems. In 

particular, the deep neural network approach with Q-learning 

effectively handles the large-scale data in the dynamic 

environment [13]. Hence, to ensure resource allocation 

optimization, this work focuses on the allocation of the 

network as well as processing resources with the assistance of 

the deep learning model to preserve the mobile Device Energy 

(DE) during the execution of compute-intensive applications. 

The proposed Energy and Network-Aware Optimization 

approach with the Deep Q-learning Network (ENAO-DQN) 

model employed the Deep Reinforcement Learning (DRL) 

model for allocating network resources with optimally 

improved response time and reduced DE. The ENAO-DQN 

model presents the resource optimization algorithm to select 

the wireless network resources based on the quality factors. 

The major contributions are presented below.  

 This research presents an Energy and Network-Aware 

resource Optimization (ENAO-DQN) model based on the 

Deep Q-learning (DQN) to reduce the DE through the 

network resource selection.  

 By modeling the energy and network-aware resource 

selection algorithm, it enriches the wireless network 

interface selection by adopting the enhanced DQN-based 

decision-making from the knowledge of the multiple 

reinforcement learning agents. 

 Thus, the proposed approach allocates the mobility-aware 

resources considering energy and network resources to 

support the local and global rewards for the quality 

factors, which improves the application response time 

under heterogeneous wireless networks. 

The rest of the paper is organized as follows: Section2 

discusses the related works of recent mobile cloud offloading 

and optimization methods of resource allocation. The problem 

statement, the system model of the MCC environment, and 

the reinforcement learning model are provided in Section 3. 

The proposed optimization strategy for the mobile cloud 

resource allocation is described in section 4. The details of the 

implementation and performance evaluation of the proposed 

optimization model are illustrated in section 5. Finally, 

section 6 concludes the paper. 

2. RELATED WORKS 

This section reviews several existing research contributions in 

the computation offloading and resource allocation 

approaches for the MCC environment and edge computing. 

Moreover, surveys of conventional offloading and resource 

allocation methods show that machine learning and deep 

learning models are paramount for solving these problems. 

2.1. Resource Allocation and Computation Offloading 

Approaches 

The energy-optimal framework [14] preserves the DE during 

the transmission, and the application is offloaded from the 

mobile. An energy model is proposed by applying the 

Lyapunov optimization to decrease the energy utilization in 

the device during the application transmission between the 

mobile and the remote cloud [15]. Although, stochastic 

wireless channel optimization-based energy minimization 

degrades its performance during the computation of intensive 

applications and multi-task offloading. The resource 

allocation optimization model Q-MAC [16] takes account of 

QoS and mobility factors while allocating the resources for 

effectively offloading mobile application tasks to the cloud 

and cloudlets. It ensures the time efficiency of the application 

execution even when there is increased mobility among the 

users. However, it is limited to delay-tolerant applications and 

fails to contemplate the scheduling order in the execution 

environment due to the joint scheduling-offloading strategy. 

The joint offloading and resource allocation model [17] 

presents a three-step optimization algorithm that consists of 

the Semi Definite Relaxation (SDR) approach, Alternating 

Optimization (AO) approach, and Sequential Tuning (ST). 

Consequently, joint offloading optimization, allocation of the 

network, and computing resources enforce the mitigation of 

the computation cost, delay, and energy cost. Despite, lack of 

the contemplation of QoS factors in the dynamic environment 

leads to ineffective decision-making in the massive set of 

resources. The elastic resource provisioning model [18] 

preserves the trade-off between the DE and resource 

utilization to improve mobile user experience in the hybrid 

mobile cloud. By elastically modeling the resource 

provisioning for the integrated infrastructures of the local and 

public cloud, it effectively supports the execution of the 

offloaded tasks or applications. However, ineffective selection 
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of network resources negatively impacts the overall energy 

consumption and the response time instead of the elastic 

computation resource provisioning. The energy-sensitive 

cross-layer resource allocation [19] enables the execution of 

compute-intensive tasks to the distant cloud and the execution 

of the delay-sensitive computations on the local cloud. It 

optimizes the system performance of the cloud by regulating 

the collaboration and cooperation among the public cloud 

supplier, local cloud agent, and mobile cloud user. Although, 

the lack of optimizing the communication resources 

significantly affects the energy consumption and degrades the 

performance of the delay-sensitive applications. Joint 

Computation Offloading and Resource Allocation 

Optimization (RAO) (JCORAO) model is employed in [20] to 

minimize the offloading latency through the computation 

offloading and uplink power allocation, uplink subchannel 

allocation, and resource scheduling. However, realizing the 

factors that optimally minimize the execution and 

communication time and save the energy of the mobile device 

becomes challenging. The research work [21] develops a 

Multi-User and Multi-Task Offloading (MUMTO) model 

using divisible Semi-Definite Relaxation (SDR) for jointly 

computing the offloading decision as well as the allocation of 

network resources. It models the MUMTO-C algorithm, 

incorporating the generalized MUMTO SDR with Computing 

Access Point (CAP) and alternating optimization methods 

with sequential tuning. The lack of considering the workload 

requirements and delay limits of different tasks on different 

computation resources is likely to increase the energy 

consumption during multi-task offloading. The adaptive two-

level resource allocation model [22] initially focuses on the 

QoS metrics and constraints in the system at the stage of the 

edge server and linear controllers modeling using a set of 

linear systems. Subsequently, it maximizes the number of 

offloaded tasks by optimally balancing the load and 

application placement in the mobile cloud. Even though it 

allocates the resources based on the on-demand resource 

estimation, the lack of considering the network resources 

affects the overall performance of the application execution. 

The dynamic resource allocation approach [23] schedules the 

data-intensive mobile applications on the integrated mobile 

cloud. It considers the input data size, application complexity, 

DE, and network bandwidth during the resource allocation. 

However, the lack of optimally exploring the communication 

loss and intelligently selecting the resources leads to higher 

response time. The energy eFFicient framewORk for offload 

communicaTion (EFFORT) approach [24] targets the 

communication offloading in the MCC to address the energy 

consumption constraint in the communication-intensive 

mobile applications. Even though it considers the battery and 

the network consumption during the offloading, it lacks to 

investigate the dynamic resource availability and the iterative 

selection of optimal resources, which tends to increase 

response time. A dynamic decision-making-based task 

scheduling model [25] resolves the execution time and energy 

consumption constraints through energy-efficient scheduling 

of the tasks. The task scheduling decision algorithm enhances 

the decision-making probability of the task processing within 

minimal time and reduces the power consumption of the 

mobile device. However, the lack of adopting the intelligence 

algorithms for predicting the task scheduling on the mobile 

execution and cloud execution environment misleads the 

inaccurate decision-making on the massive collection of 

resources. 

2.2. Machine Learning-Based Resource Allocation and 

Computation Offloading Approaches 

To optimize the network and process delay, the Hybrid Delay-

aware Workload Assignment (HDWA) [26] efficiently 

executes the delay-sensitive applications on the cloud server 

with minimal response time. By applying the reinforcement 

learning algorithm, it optimally allocates the transmission 

resources in cloudlet with the minimal transmission delay to 

effectively offload the computational tasks to the remote 

server. However, the lack of cooperative offloading and 

scheduling between the communication and computation 

resources results in the offloading cost becoming greater than 

the computation cost due to higher transmission delay. The 

multi-user mobile edge computing model [27] performs the 

computation offloading with the delay and energy cost 

objectives. It jointly optimizes the offloading decision and the 

resource allocation in the wireless mobile edge computing 

system with the assistance of the Q-learning-based 

reinforcement learning model. Although, it fails to minimize 

the long-term delay cost in the computation offloading over 

the dynamic network conditions. The adaptive service 

management model [28] applies the supervised and 

reinforcement learning strategies in the agent-based mobile 

cloud computing architecture. Examining the optimal 

execution location in the mobile cloud environment through 

the agents minimizes the execution time of the tasks in the 

multimedia file conversion. However, the agent-based model 

fails to contemplate the network resources and minimize the 

communication cost in the mobile cloud environment. 

Energy-Efficient Deep Learning-based Offloading Scheme 

(EEDOS) [29] considers the different factors such as the 

energy available in the user device, energy required for the 

network conditions, application components, data transfer, 

computational load, and communication delay while selecting 

the application components for the execution. By applying the 

deep learning model, it learns the changing the device and 

network conditions and generates the optimal offloading 

decision for the mobile edge computing environment. Even 

though it addresses a high-dimensional state and action 

decision constraint, modeling an optimal service composition 

scheme for the low-power device energy is a key challenge. 

The deep Reinforcement Learning based Resource Allocation 

(DRLRA) model [30] adaptively allocates the network and 
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computational resources and updates the policy in 

reinforcement learning for the changeable mobile edge 

environment. It minimizes the computing and routing delays 

by effectively selecting the resources, reducing the average 

application service time, and improving the stability in the 

mutative environment. However, the decision-making model 

is single-stage static during the arrival of the tasks in the 

mobile edge environment. The JointDNN model [31] supports 

the collaborative computation between the mobile and cloud 

environment during the inference and training process in the 

deep learning model. By modeling the optimization at layer 

granularity in the deep neural networks, it improves the 

efficiency of the energy and the performance in both the 

mobile device and the cloud environment. However, it fails to 

optimize resource utilization regardless of the number of 

devices and the availability of the network resources. The 

reinforcement-Learning-based State-Action-Reward-State-

Action (RL-SARSA) model [32] addresses the resource 

management constraint in the mobile edge computing 

environment. The DRL method performs the task offloading 

and resource allocation considering the computing delay and 

energy consumption. Even though it provides a quick solution 

to the decision-making problem, it fails to guarantee the 

optimality of the solution.  

Deep Meta Reinforcement Learning-based Offloading 

(DMRO) model [33] handles the network failure and slow 

learning speed in the dynamic environment by combining the 

multiple parallel deep neural networks with the Q-learning 

model for the offloading decision. With the potential 

advantages of deep learning, reinforcement learning, and 

meta-learning, it quickly and optimally obtains the offloading 

decision in the IoT environment. However, it lacks to 

consider the QoS factors of the response time with the impact 

of the network resources during the offloading decision in the 

edge-cloud environment. An autonomous computation 

offloading model [34] addresses the offloading constraints in 

executing resource-intensive and time-intensive applications. 

Adopting the deep neural network, linear regression, and 

Hidden Markov Model handles the high-dimensional 

offloading decision-making problem. Even though the 

autonomous offloading model performs the latency and 

energy consumption-based predictions in the self-

configurable network, constrained resources, limited 

processing capability, and battery supply are the major 

constraints for the computation offloading model. 

3. MODELING THE OPTIMIZATION STRATEGY FOR 

MOBILE CLOUD RESOURCE ALLOCATION 

Among the millions of cloud-based mobile application 

categories, mobile gaming applications are time-sensitive that 

require immediate response and high-intensive resources from 

the on-demand cloud services. This research work executes 

the proposed approach on the Memory Arithmetic Unit and 

Interface (MAUI) MCC architecture [35] to conduct the 

energy-aware offloading. MAUI architecture is essential in 

preserving the device energy while offloading and executing 

the compute-intensive tasks in the remote cloud. To avoid 

offloading all mobile codes to the remote cloud, MAUI 

separates the application based on the CPU and network costs 

on the mobile device during the runtime. The MAUI saves the 

device energy during the offloading process by highlighting 

the continuous profiling process-associated highly dynamic 

offloading framework. Figure 1 shows the modeling of the 

proposed work that utilizes MAUI-based mobile cloud 

architecture. 

 

Figure 1 Energy and Network-Aware Resource Selection 

Algorithm in MAUI Architecture 

In the MAUI architecture, the mobile device consists of a 

solver interface, profiler, and client proxy to select the 

offloadable tasks of an application based on the requirements 

and device constraints, especially the energy parameter. The 

cloud server contains the profiler, solver, server proxy, and 

controller to execute the offloaded tasks or applications. 

Especially, the MAUI controller is responsible for executing 

the offloaded tasks of an application. By utilizing the Remote 

Procedure Call (RPC), the MAUI architecture establishes the 

connectivity between the device and the server.        

3.1. Problem Statement 

MCC enables the execution of the mobile applications on the 

distant resource-rich cloud server with thin-client connections 

over the Internet. Hence, high latencies during the application 

execution become a major constraint in the mobile cloud 

environment. Accordingly, a lack of network resource 

management involving the bandwidth selection, latency, and 

energy efficiency contemplations tends to increase the 

communication time and reduce user satisfaction. In the 

MCC, offloading and resource allocation processes must 

focus on the constraints of the mobile device and QoS to 

ensure the seamless execution of the cloud-based mobile 

application in the remote cloud. In addition, lack of 

optimization of the communication and the communication 
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resource selection leads to higher energy consumption and 

response time among the vast amount of available network 

and cloud resources, respectively. Hence, it is imperative to 

contemplate the factors that increase the consumption of 

energy and response time during the computation offloading 

and application execution in the MCC. 

3.2. System Model 

The system model shows the allocation of the resources for 

the compute-intensive mobile applications in the MCC 

environment using the reinforcement learning model. In the 

mobile cloud environment, the number of requests for a 

particular mobile application is frequently generated from 

heterogeneous mobile users to which smartphone devices are 

connected through the Wi-Fi network. Let each mobile device 

(Mi) has a unique ID for identification, and each mobile user 

requests similar applications for the execution in the cloud 

wherein the number of mobile applications i={1, 2,...., x}. In 

the cloud environment, each data center incorporates a 

different number of servers with various resource capabilities 

involving the CPU, memory, and network. The cloud data 

center is the Cloud Service Provider (CSP) that provides 

heterogeneous resources to the different application requests. 

In the cloud data center, Rj refers to a set of cloud resources, 

j={1,2,...y}.  

In the mobile cloud environment, every mobile application 

execution depends on the network resource selection based on 

the request characteristics and current network traffic. In the 

mobile cloud environment, Nk represents the network 

resources, k={1,2,...z}. In the cloud environment, 

computation resources involve resource availability, 

computational storage, power, and network bandwidth. In the 

mobile cloud environment, the DE heavily relies on executing 

the ith application on the device, the cloud itself, and the 

transmission through the Radio Frequency (RF) components. 

The energy consumption of the RF components is based on 

energy consumption while sending and receiving the requests 

between the smartphone and the cloud. As a result, modeling 

the optimal resource allocation considers two major 

constraints, the DE and QoS, for executing compute-intensive 

mobile applications. It heavily relies on the mobile and 

application characteristics while selecting the network and 

cloud resources.  

3.3. Reinforcement Learning Model 

The proposed resource allocation model employs the DRL 

model to make the allocation decisions. According to the 

procedure of the DRL model, the agent handles the resource 

optimization problem. By assessing the decision with the 

consideration of different criteria, the agents resolve the 

problem in the resource allocation decision-making. In the 

proposed model, the criteria considered by the agents are 

device energy, response time with the inclusion of the 

communication time, and computation time in the cloud. The 

proposed resource optimization model is based on the Deep 

Q-Learning algorithm that belongs to the category of the 

reinforcement learning algorithm. DRL algorithm targets 

maximizing the rewards while offloading the tasks and 

allocating the communication and computation resources in 

the mobile cloud environment.  

 State ≜ {MDc(i), NRc(j), CRc(k)}                                     (1)                 

 Action ≜ {0, 1}                                                               (2)                 

 Reward ≜ α × rc  + [((
1−α

2
) × rRT) + ((

1−α

2
) × rE)]  (3)          

In the modeling of reinforcement learning, the research work 

considers the states of mobile device capability (MDc(i)), 

network resource capability (NRc(j)), and cloud resource 

capability (CRc(k)), as mentioned in Equations (1-3). In the 

DQL-based proposed model, action refers to offloading and 

resource allocation decision-making, which belongs to either 

‘0’ or ‘1’. If the value is ‘1’, the proposed model performs the 

offloading to the cloud and allocates the network and cloud 

resources for a particular task with the analysis of the states. 

Otherwise, the proposed model locally executes the process 

without allocating the task to that network and cloud 

resources. The model-free DRL is one of the efficient 

mathematical models for sequential decision-making in a 

dynamic MCC environment. 

In DQN, the agent calculates the Q-value function, Q(s, a), in 

which state ‘s’ and action ‘a’ continue until the optimal policy 

with the successor states is reached. At each time period of 

decision, the decision-making model iteratively trains the Q-

network by adjusting the weights with the target of 

minimizing the loss function at each time step. In particular, 

the DQN model adopts the experience replay method as the 

training method to resolve the non-linear approximations in 

the Q-network. By randomly selecting the mini-batch of the 

state-action transitions from the replay memory, the DQN-

based decision-making model trains the Q-network. 

Q(st, a) ← Q(st, a) + α [rt+1 + γ max
at+1

′
Q(st+1, at+1

′ ) −

Q(st, a)]                                               (4)   

In the formulation of Equation (4), rt+1 refers to the reward 

obtained in the t+1th time slot, and γ ∈ [0,1] refers to the 

discount factor. If γ = 0, the current reward is considered by 

the agent else later rewards. Q(st, a) selects the optimal policy 

for all the actions by max
at+1

′
Q(st+1, at+1

′ ). Moreover, to 

overcome the curse of dimensionality problem in the storage 

of state-action pairs in the Q-table, the neural network in the 

form of DQN. The implementation of the DQN relies on the 
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influence of the previous matching relations across the inter-

dependence between the user preferences or request 

characteristics and resources.  

The calculation of the energy (E) and response time (RT) 

depends on the energy and execution time of the mobile 

device (M), communication resource (C’), and computation 

resource (C), respectively, as mentioned in  Equation (5).  

RT = MET + CET + CET
′  and E = ME + CE + CE

′                    (5) 

Reinforcement learning models in the MCC environment with 

the agents implement the actions. By examining the 

environment and the rewards or feedback, the agents make 

decisions for the data sequence by interacting with the 

environment. In the MCC scenarios, each mobile device has 

storage capability, battery lifetime, and processing capability 

constraints. Each mobile device offloads its compute-

intensive tasks to the nearby cloud resources with the 

knowledge of the communication and computational resource 

capabilities. In the proposed model, the agents leverage the 

actions and provide rewards for the corresponding actions. It 

considers the reward of the individual agent in the network or 

cloud environment and the combined reward of all the agents 

while deciding on the resources in the mobile cloud, termed 

local and global rewards. Thus, the proposed model optimizes 

the resources to maximize the cumulative rewards while 

applying DRL in the MCC environment. 

4. THE PROPOSED METHODOLOGY 

The proposed method analyzes the availability and 

applicability of the computational and communication 

resources for the requested application in the mobile cloud. 

The approach focuses on improving the response time and 

minimizing DE consumption. To accomplish this, it employs 

the DRL model during the resource allocation in the MCC. 

The proposed model applies the learning algorithm and 

updates the strategy with the assistance of the knowledge 

experienced by the agent. In the proposed resource allocation 

optimization model, the agent stores the training data executes 

the learning process, and provides the decisions for the 

problems based on the learned knowledge from the MCC 

environment. Figure 2 shows the overall process flow of the 

ENAO-DQN methodology. 

 
Figure 2 Energy and Network-Aware Optimization Approach in MCC 
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4.1. Quality Factors for Allocation Optimization 

The proposed work focuses on the quality factors such as 

response time and DE during the resource allocation with the 

modeling of the DRL. The proposed approach considers 

several factors as the essential parameters for the optimization 

process, such as the application characteristics, mobile device 

constraints, network resources, and cloud resources. Instead 

of only considering the computational resources, it examines 

the communication resources in the MCC environment to 

accomplish the QoS for the mobile users. 

4.1.1. Quality Factor1: Response Time 

In the proposed ENAO-DQN model, response time 

minimization is one of the objectives while running the 

mobile application requests in the cloud environment. The 

initial quality factor is the response time minimization that 

heavily relies on the network resources and the cloud 

computational resources due to the integrated environment of 

MCC. In the proposed model, the response time is based on 

the delay of each application involving the transmission and 

processing delay. The transmission delay is caused by the 

waiting time in queue, uploading time, internet time, and 

downloading time. The processing delay is the total time to 

process the application on mobile devices and the cloud. The 

proposed approach executes a subset of tasks in the device 

itself and the remaining tasks of the application in the cloud 

server based on the offloaded application complexity and the 

availability of resources in the mobile device. By offloading 

the compute-intensive requests to the remote cloud, the 

remote server executes the offloaded part of ith mobile 

application using the cloud resources. Hence, the proposed 

resource allocation model considers the overall estimated 

transmission and processing time for the optimal RA. The 

mobile execution time (Ti
M) is based on the summation of the 

processing time of the tasks executed on the mobile device. 

The proposed approach considers multiple factors while 

estimating the application execution time to compute the 

response time (RTi) for the estimated delay computation. The 

proposed method computes the response time of each 

application (RTi) based on the factors of the up-link time 

(Ti
U), internet delay (Ti

I), waiting time in queue (Ti
Q), 

execution time in the cloud (Ti
C), and down-link time (Ti

D). 

Knowing the estimated delay for the requested application, 

the ENAO-DQN model selects the appropriate network and 

cloud resources and analyzes the user mobility while 

executing offloaded applications based on the resource 

allocation plan. In essence, the proposed approach considers 

mobility as the significant parameter during the decision-

making for the application execution among a set of task-

resource pairs. During the network resource selection, the 

proposed approach estimates the transmission rate for the 

requested application using Equation (6). By applying 

Equation (6), the ENAO-DQN model selects the transmission 

rate, which has the minimum value according to the decision-

making procedure in the reinforcement learning model. 

Min(Rik
T ) =

α(Di)-(Ti
U+Ti

Q
+Ti

I+Ti
M+Ti

C)-Ti
D

Ui

         (6)  

As mentioned in Equation (6), the minimum transmission rate 

based network resource selection is based on the factors of the 

up-link time (Ti
U), waiting time in queue (Ti

Q), internet delay 

(Ti
I), execution time in mobile (Ti

M), execution time in the 

cloud (Ti
C), offloading or uploading data (Ui), down-link time 

(Ti
D), and threshold delay (α(Di)) of the ith mobile application. 

To dynamically balance the resource allocation plan with the 

increased elasticity over the arrival of application requests, the 

ENAO-DQN model selects the network resource for the 

offloaded tasks based on the intermediate range. Thus, it 

selects the transmission rate of ith application (Rik
T) that has 

the intermediate range between minimum and maximum 

transmission rate of ith mobile application, 

i.e.{Min(Rik
T)≤(Rik

T)≤ Max(Rik
T)}. The ENAO-DQN model 

allocates the network resource for particular application tasks 

(Wk
i) if the transmission rate satisfies the threshold value (α); 

otherwise, it reschedules the resource allocation plan based on 

the priority of the mobility. Hence, the proposed approach 

estimates the DE consumption from the execution and 

transmission time.  

4.1.2. Quality Factor2: Energy Consumption  

In addition to the network bandwidth consideration, the 

proposed ENAO-DQN model focuses on the essential quality 

factor in the mobile device, the DE. It reduces energy 

consumption through the mitigation of the transmission time 

along with the cloud execution time. In the MCC 

environment, the energy consumption accumulates three 

cases, including i) execution of applications on the mobile 

device, ii) application transmission and reception on the 

wireless network interface, and iii) application execution on 

the remote server. In this, the cloud resource selection or 

allocation depends on the effective processing speed of the 

resource, that is, the execution of a particular application 

request at minimal execution time. The estimated execution 

time of each request application EET(Mi) on jth cloud resource 

is based on Fi/Cj
MIPS. The proposed ENAO-DQN model 

computes that the energy of the requested application (i,j) 

depends on the transmission energy (Eik
T), receiving energy 

(Eik
R), and transmission rate (Rik

T) of the wireless network 

channel. Accordingly, transmitting energy consumption (Eik
T) 

of ith mobile application on kth network resource is calculated 

as (Fin/Rik
T).  

EA(i)= Ei
M + E

ik

T
∙ (

Fin

Rik
T ) +   Eij

C +∙ (
Fout

Rik
T )                  (7) 

In Equation (7), Fin and Fout refer to the transmitting and 

receiving file or data size. Equation (7) computes the energy 
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consumed by the mobile device for executing its application 

in the remote cloud based on the transmitting and receiving 

energy on the channel bandwidth along with the computation 

energy in the cloud.  

4.2. DRL with Quality Factors 

The proposed approach applies the DRL model to generate 

the actions as the resource allocation decision. In the proposed 

resource allocation optimization model, the agent obtains the 

reward and details about the changes in the mobile cloud 

environment over the dynamically increasing time steps. 

From the modeling of the Q-function, the proposed approach 

computes the reward value for each state and its 

corresponding action by the agent. The Q-learning agent 

considers four parameters in the proposed resource allocation 

optimization model, described in Equation (8).  

QAgent =  {TR, S, A, (QF1, QF2), K, Q}                                        (8) 

In equation (8), TR denotes the requirements or features of the 

mobile application tasks to be allocated by the agent in the 

MCC environment. ‘S’ and ‘A’ refer to the state of the 

environment, and a set of actions belongs to the execution 

environment and resource selection in the mobile cloud, 

respectively. Quality factor1 and quality factor2 indicate the 

objective factors that assist the quality function based on the 

experience of the agent from the trained knowledge. ‘Q’ 

represents the quality function that leverages action selection 

for the corresponding state. The proposed approach computes 

and updates the Q-value based on the rewards of the current 

state with the maximum reward value for the state-action pairs 

in the mobile cloud environment.  

Q̂(St, At) = (1 − α) × Q(St, At) + α × (rt  + γ ×

(max
At+1

Q(St+1, At+1)))                   (9) 

rt  =  min
k

(Rik
T ) and min

j
(EA(i)) , ∀ t                            (10) 

In the proposed approach, the agent learns the information 

from each state after providing the actions for the current state 

over the different capabilities of the resources and different 

task requirements. According to Equation (3), the proposed 

approach assigns the reward for the agents in three aspects, 

including the reward of the resource capability, response time, 

and energy consumption. By examining the state information 

and the reward, the agent generates the optimal action for the 

resource selection. In equations (9) and (10), the reward rt 

relies on the minimal response time and energy with the 

satisfaction of the resource capabilities derived from 

Equations (6) and (7). The proposed approach integrates the 

reward information from multiple agents located in a local 

state over the computation and communication resources. In 

the proposed model, the multiple agents are collaborated and 

communicate with each other locally and globally to generate 

the optimal actions with higher rewards.     

Optimal_Selection (i, j)
= argmax

A
Q(St, At)&& argmax

t
rt                                 (11) 

The proposed approach predicts the actions for each state 

based on the reward patterns in the communication and 

computation resource selection with reference to Equation 

(11). In essence, the proposed DRL-based resource allocation 

model selects the network and computation resources that 

cause the maximum reward and Q-value. Moreover, the 

proposed approach supports the dynamic resource selection or 

allocation decision based on mobility, which is monitored and 

updated by the agent in terms of the communication time 

while selecting the network resources. The proposed approach 

learns a set of actions for the response time and energy 

consumption quality factors by utilizing the training 

knowledge. Thus, using the DRL model, the proposed 

approach optimally allocates the resources for the mobile 

applications in the MCC environment. 

5. EXPERIMENTAL EVALUATION 

The proposed ENAO-DQN approach is assessed with the 

existing Q-learning-based resource allocation optimization in 

the mobile cloud. Cloud offloading refers to executing all the 

tasks in the cloud resources, and mobile execution refers to 

executing all the tasks in the mobile device. Thus, the 

proposed ENAO-DQN is compared with three baseline 

models Q-learning, Cloud Offloading, and Mobile Execution.  

5.1. Experimental Setup  

The experimental framework employs CloudSim and its 

extended simulators to implement the resource allocation 

optimization model in the mobile cloud environment. It runs 

the resource allocation models on Ubuntu 16.04 LTS with an 

i3 processor 2.4GHz, expandable memory, and a 500 GB hard 

disk. The experimental model uses the Java programming 

language with the NetBeans IDE 8.2 version and MySQL 

database to execute the simulator tools. It models the 

simulation environment with many computational mobile 

devices, cloud servers, and communication RF components. 

The cloud server contains five hosts that can operate 5 VM 

with the capacity of 100 Giga Instruction Per Seconds (GIPS), 

and the capacity of Random Access Memory (RAM) is 32 GB 

with 1000 GB of secondary storage. 

Furthermore, to simulate the different workloads, it considers 

the mobile environment with a minimum 200 number of 

mobile devices that increase to 2000 mobile devices over 

time. In the mobile environment, each mobile device executes 

different applications such as healthcare, video gaming, and 

augmented reality applications with different task sizes, 
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characteristics, and task lengths. The experimental model 

assumes that the mobile device process 100 tasks for each 

time step, and the cloud server process the 2500 tasks at the 

same time. The experimental model assumes that the size of 

the tasks is between 10 and 50 MB, and downlink uplink and 

uplink bandwidth are set to 300 MB for the network 

conditions between the mobile client and the cloud server. 

Task length at the time of the uploading or downloading 

process randomly varies with the random input or output file 

sizes. To implement the DRL algorithm, the experimental 

model assigns the input size for the model depending on the 

number of observations, such as the capability of the mobile 

device, the capability of the cloud server, the capability of the 

network resources, and the number of remaining tasks. 

Moreover, the output size is based on the number of actions, 

such as the offloading or not and resource is selected or not.  

The DRL model uses Python programming language using 

Tensorflow API for the experimental evaluation. In the DQN-

based resource allocation optimization model, the replay 

memory capacity is set as 104. Moreover, during the training 

process, the discount factor is set to 0.9. The DQN model 

comprises five fully connected layers involving one input 

layer connected to three hidden layers and one output layer in 

which the input layer and output layers are modeled for the 

‘state’ and ‘action’. The number of training sessions or 

decision periods is set as 1000 and 100 testing periods with 

0.1 as the learning rate for implementing the DQN algorithm. 

Moreover, the input or state size, output or action size, and 

experience replay queue size are 5, 5, and 5000, respectively.  

5.1.1. Evaluation Metrics 

The experimental framework employs three vital performance 

metrics for evaluation, such as task success ratio, energy 

consumption, response time, and average delay, to exemplify 

the performance of the mobile cloud resource allocation 

model.  

 Task Success Ratio: The ratio between the number of 

completed tasks and the total number of tasks.  

 Energy Consumption: The amount of consumed energy by 

the smartphone while executing the requested mobile 

application.  

 Response Time: The time between the request submission 

in the remote server and the execution completion from 

the remote server.  

 Average Delay: It is the average time difference between 

the task arrival and task departure in the waiting queue for 

the decision-making.  

5.2. Experimental Results   

The experimental model compares the resource allocation 

performance of the proposed ENAO-DQN with the baseline 

Q-learning, Cloud Offloading, and Mobile execution models 

while varying the scenario of the task arrival rate and average 

data size using four different evaluation metrics. 

5.2.1. Task Arrival Rate Vs. Task Success Ratio 

Figure 4 depicts the performance of the task success ratio for 

the proposed ENAO-DQN and the existing Q-learning, Cloud 

offloading, and mobile execution models while varying the 

task arrival rate from 5 to 25. The task arrival rate is set with 

the number of tasks arrived per time step. In the mobile cloud, 

the task success ratio linearly decreases when increasing the 

task arrival rate due to the increased congestion during the 

decision-making. The ENAO-DQN approach yields a 20.68% 

higher task success ratio than the existing Q-learning model, 

even when the task arrival rate is 25. The proposed ENAO-

DQN approach significantly increases the task success ratio 

by optimally allocating the network and cloud resources based 

on the DE estimation from the transmission and execution 

time with the help of the deep learning model. 

Moreover, it estimates the transmission rate with quality 

factors for the requested application to optimally select the 

wireless network resource to utilize the available resources. In 

contrast, the baseline Q-learning model fails to assess the 

transmission energy in the network channel while optimally 

utilizing the available mobile and cloud resources even when 

considering the rewards.  

The mobile execution model fails to execute all the compute-

intensive tasks in the resource-constrained mobile 

environment for the increased number of task arrival at a time 

step. Hence, the mobile execution model highly degrades its 

performance in the task success ratio than other comparative 

models. As a result, the mobile execution model yields a 

45.71% minimal task success ratio than the proposed ENAO-

DQN model when the task arrival rate is 25. 

 

Figure 4 Task Arrival Rate vs. Task Success Ratio 
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5.2.2. Task Arrival Rate Vs. Energy Consumption 

 

Figure 5 Task Arrival Rate vs. Energy Consumption 

The DE consumption of the proposed ENAO-DQN and 

existing Q-learning, cloud offloading, and mobile execution 

models are depicted in Figure 5 when varying task arrival 

rates. The ENAO-DQN approach only consumes 45 joules of 

the energy when the task arrival rate is 25, but in the same 

scenario, the Q-learning consumes 69 joules of the energy. 

During the mobile application execution, the ENAO-DQN 

approach alleviates energy wastage by selecting the wireless 

network resource through the DQN model and considering the 

local and global rewards from multiple agents. The DQN-

based algorithm optimally controls the execution time, 

communication time, resource capability, and energy during 

offloading decisions and resource selection. Even though the 

Q-learning model performs the allocation considering the 

rewards, the lack of modeling the multiple agents and 

considering the local and global rewards leads to increased 

energy consumption.  

In addition, the Q-learning model fails to consider the quality 

factors of the energy and response time for the reward 

computation in the mobile cloud environment. Moreover, the 

proposed ENAO-DQN model comprises the wireless network 

resource selection that ensures the QoS to the mobile users. In 

essence, optimal task-resource pair selection in the proposed 

model is decided by estimating transmission time and 

execution time, which greatly helps achieve minimal device 

energy consumption.  

In contrast to the mobile cloud execution, the cloud offloading 

and mobile execution scenarios consume 81 joules and 262 

joules when the task arrival rate is 25. It is because mobile 

devices lack adequate resource capabilities, which leads to 

higher energy consumption due to the sequential execution of 

the tasks in the mobile processor. 

5.2.3. Task Arrival Rate Vs. Response Time 

 

Figure 6 Task Arrival Rate vs. Response Time 

Figure 6 illustrates the response time of the proposed ENAO-

DQN and the existing Q-learning, cloud offloading, and 

mobile execution models for the different task arrival rates 

from 5 to 25. The response time of each request depends on 

the congestion rate of the task arrival in the MCC 

environment. When the task arrival rate is 20, the proposed 

approach significantly reduces response time by 

33milliseconds compared to the cloud offloading model by 

effectively considering quality factors while selecting the 

network resource. In addition, the lack of modeling of the 

reinforcement learning for the optimal network route selection 

in the dynamic MCC environment leads to inaccurate 

decision-making for the mobile execution, cloud offloading, 

and Q-learning models.  

Offloading all the applications to the cloud environment 

consumes higher communication time and leads to an 

extended response time of 72ms even when the cloud 

resources efficiently execute the task. Even though the cloud 

offloading ensures comparatively time-efficient than the 

mobile cloud execution, the optimal decision-making in the 

ENAO-DQN model outperforms the cloud offloading model 

due to the execution of lightweight tasks on the cloud 

consumes communication time and increases the response 

time to 58 ms in the cloud offloading scenario when task 

arrive at the rate of 20. The comparative mobile execution 

model consumes 68 milliseconds higher response time than 

the ENAO-DQN approach due to the resource-constrained 

mobile device lack to support for the parallel execution and 

the comparatively efficient execution of all the compute-

intensive tasks. Even though the mobile execution model 

achieves the minimum response time as 19ms and 30ms when 

the task arrives at the rate of 5 and 10, it increases the 

response time upto 105ms for completing the execution of a 
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higher number of tasks in the resource-scarce mobile 

environment. 

5.2.4. Average Data Size Vs. Average Delay 

 

Figure 7 Average Data Size vs. Average Delay 

Figure 7 compares the performance of the average delay of 

the proposed ENAO-DQN model with the existing Q-

learning, cloud offloading, and mobile execution models. The 

efficiency of the decision-making algorithm greatly impacts 

the performance of the average delay for a set of tasks with a 

particular average data size. With the increase of the average 

data size in the mobile cloud environment, the average delay 

of the decision-making model increases linearly. From the 

results in Figure 7, it is determined that the ENAO-DQN 

approach reduces the average delay in executing the tasks 

between the departure and arrival time in the queue. The 

DQN-based decision-making accomplishes it for the network 

and cloud resource allocation over the congestion or network 

traffic rate in the dynamic mobile cloud environment. As a 

result, the proposed ENAO-DQN approach yields a minimum 

delay of 16ms and 34ms than the Q-learning and cloud 

offloading decision-making model, even when the data size is 

1000Kbps. Hence, the delay becomes smaller than the Q-

learning-based offloading and resource selection decision-

making models. Hence, the mobile execution and cloud 

offloading consume 70ms and 54ms of average delay for the 

1000Kbps average data size. 

6. CONCLUSION 

This paper presented the ENAO-DQN model, the Energy and 

Network-aware resource selection method based on the DRL 

model to reduce the consumption of DE and response time 

during the application execution. The proposed work 

considers quality factors of the mobile and application 

characteristics, network resource parameters, and cloud 

resource characteristics that assist the significant selection of 

the wireless network resource for the mobile user request 

optimally. It also achieved an effective response time using 

the proposed wireless network resource selection strategy 

concerning the quality factors. The proposed optimal resource 

allocation model has focused on the computation resources 

and communication capacity in terms of the transfer time 

reduction in the network channel using traffic rate, latency, 

and processing time-based network resource selection along 

with the consideration of the local and global reward. Thus, 

the ENAO-DQN model optimizes the resource allocation in 

the multi-learning agent in the MCC environment effectively 

to execute the offloaded tasks of the application with high 

QoS in terms of 34% of reduced energy consumption than the 

Q-learning model. 
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